
WHY DO WE NEED TO VERIFY SOURCE CODE?

Software is an integral part of our lives today with an increasing number of 
software based products and services intermediating social and economic relations. The 
growth of the AI ecosystem implies that software (and the algorithms or source code 
underlying the software)[1] will be used in virtually every area of our lives — from the judiciary 
and policing to consumer products.  

However, software can be programmed to serve illicit purposes or can have unintended 
consequences. We are, for instance, only beginning to understand the various harms that 
can occur due to the use of AI tools — which may range from replicating and exacerbating 
discrimination or biases to expropriating and misusing consumer data.[2] 

Critical components of economic and social stability like home loans, job 
postings, medical treatments, targeted ads, and much, much more are 
influenced and determined by AI algorithms, enabling modernised redlining. 
Governments are likewise increasingly turning to these algorithms developed 
by private corporations for aid with “predictive policing” and other surveillance 
functions.[3]

Ensuring that a particular software “does what it says” or acts within acceptable legal and 
ethical bounds is essential to prevent harms ranging from a loss of life and property to illegal 
surveillance and discrimination.  

In response to the potential harms that AI and other software-based systems create, an 
increasing number of international and domestic regulators have sought measures to 
enhance the transparency of AI-related products. Indeed, transparency and explainability 
of AI products is seen as a key regulatory tool to mitigate risks from the use of AI tools.[4] 

SOURCE CODE DISCLOSURE AND FREE 
TRADE AGREEMENTS



For example, the OECDs AI Principles recognise the need for transparency, explainability, 
accountability, robustness, security, and safety of AI tools.[5] 

In the U.S., the Blueprint for an AI Bill of Rights calls for pre-deployment testing, risk 
identification and mitigation, and ongoing monitoring to ensure that AI systems are not 
unsafe, discriminatory, or inaccurate, as confirmed by independent evaluation.[6] Similarly, a 
number of proposed data protection and other laws seek to ensure that software is safe to 
use by requiring pre- and post- deployment algorithmic impact assessments and algorithmic 
audits.[7] 

However, these public interest regulations are called into question by provisions in trade 
agreements that seek to limit the ability of governments, regulators and independent 
evaluators to access and verify the source code or algorithms used in various products. 

WHAT DO FTA CLAUSES SAY ABOUT SOURCE CODE 
DISCLOSURE?

A number of recently signed trade agreements, for example the U.S.-Mexico-Canada Free 
Trade Agreement, the Trans-Pacific Partnership Agreement, the U.S.-Japan Free Trade 
Agreement, and the EU-UK Free Trade Agreement,[8] seek to limit the ability of parties to 
require disclosure of or access to the source code of software/algorithms as a condition 
precedent to the import, sale, use, or distribution of the relevant software or products 
containing the software. These agreements provide limited exceptions that permit disclosure 
of source code to a regulatory or judicial body for the purposes of a specific investigation or 
proceeding, though even in such cases disclosure is subject to unauthorised disclosure.[9]  

In essence, these provisions imply that a signatory cannot require disclosure of the source 
code or algorithms contained in a software product, unless an investigation or inquiry into an 
identified malpractice or offence involving the relevant software or software product has been 
initiated. Parties to a free trade agreement (FTA) containing such a provision will therefore 
not be able to independently verify, ex-ante, whether and how a software product works 
before permitting its distribution or sale in their territories. Such a prohibition will extend not 
just to regulatory and public authorities, but will also limit the analysis of source code by 
independent experts and civil society. 



WHY DO CORPORATIONS WANT PROHIBITIONS ON SOURCE 
CODE DISCLOSURE?

A number of tech companies have sought to protect themselves against source code 
disclosure requirements by lobbying for prohibitions in FTAs.[10] Corporations fear that 
disclosure of source code or algorithms could compromise the confidentiality of proprietary 
information used in their products. They argue that this could make it easier for other 
countries, and competitors to learn from and ‘copy’ the source code, thereby compromising 
strategic interests and affecting the value of their intellectual property.[11]

WHY ARE SUCH PROVISIONS PROBLEMATIC FOR 
CONSUMERS?

Verification of source code is essential to ensure that software- based products and services 
function as they are meant to. Verification could also be used to mitigate risks that may 
arise from the use of the software. In this context, FTA provisions such as those described 
previously enhance the “black box” nature of AI and software tools. Preventing ex-ante 
evaluations of source code — whether by regulators or independent entities — limits the 
regulatory tools available to a State to reduce or mitigate the risks posed by new technologies.    

By way of example, let’s assume an American company wants to export to 
Mexico cars containing software that limits emissions. Even if permitted by 
domestic law, FTA provisions enforcing source code secrecy would prevent 
Mexican motor or environmental authorities from investigate whether the 
software component in the car works as declared or intended, before it 
actually goes on sale. The only instance in which such disclosure could be 
required, would be if there is a subsequent problem that is detected — leading 
to the opening of a formal investigation or inquiry. Thus, the provision restricts 
the regulatory powers to ex-post investigation and action, that is, they can 
only intercede once a problem becomes evident and harm has already been 
caused.  

As software, and in particular AI, is intertwined into more and more sectors of our economies, 
directly affecting significant rights and interests of individuals and communities, it is vital that 
society retains the ability to scrutinise these products to ensure that harm can be prevented 



and not merely remedied. Consumer rights are at risk when FTAs limit the ability of 
countries, their regulatory and oversight agencies, or appropriate third parties to monitor the 
software being imported into their territories.  
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